SOURCE AND ACCURACY STATEMENT FOR THE FIRST SURVEY OF PROGRAM
DYNAMICS LONGITUDINAL FILE

DATA COLLECTION AND ESTIMATION
Sour ce of Data

The Survey of Program Dynamics (SPD) universe is the noningitutiondized resdent population living in
the United States. This population includes people (including children) living in group quarters, such as
dormitories, rooming houses, and religious group dwellings. Crew members of merchant vessels, Armed
Forces personnel living in military barracks, and indtitutionalized people, such as correctiond facility
Inmates and nursing home residents, were not digible to bein the survey. In addition, United States
citizens residing abroad were not eigible to bein the survey. Foreign visitors who work or attend school
in this country and their familieswere digible; al others were not digible to be in the survey. With the
exceptions noted above, people who were at least 15 years of age at the time of the interview were
eligible to be asked income and job experience.

The cdendar year data for 1996 were collected during April, May, and June of 1997 as part of the SPD
Bridge Survey. Likewise, the caendar year data for 1997 were collected during May, June, and July of
1998 as part of the SPD 1998 Survey. The SPD Bridge cdendar and SPD 1998 caendar year files
consg principdly of the caendar year datafor 1996 and 1997, respectively. The first SPD longitudina
file (also known as the SPD 1998 longitudind file) longitudinaly combines the data from the SIPP Pandls
1992 and 1993, and the SPD Bridge file and SPD 1998 caendar year files.

The god of SPD program is to provide policy makers a survey to assess the effects of the recent welfare
reforms and how these reforms interact with each other, and with employment, income and family
circumgtances. The SPD program eventualy spans from the pre-reform through the post-reform period,
1992-2002. In order to obtain information about past economic history, employment, income, and
program participation, two retired SIPP panels 1992 and 1993 were chosen as the SPD sample. A full
potentid of the SPD datais generdly achieved when using the first SPD longitudind file until the rlease
of other subsequent SPD longitudind files.

The SPD Bridge Survey data was collected in 1997 and intended to be a connection run between the
SIPP and SPD data. Data that was merged from the previous SIPP surveys, the SPD Bridge survey,
and the subsequent SPD survey (for example, SPD 1998) should give us the necessary pre-reform and
post-reform information for sampled households.
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Background of SIPP 1992 and 1993 Panels and SPD Bridge Survey

The 1992 and 1993 SIPP pand samples were located in 284 Primary Sampling Units (PSUs), each
conssting of acounty or agroup of contiguous counties. Within these PSUs, expected clugters of two
or four living quarters (LQs) were systematicaly selected from lists of addresses prepared for the 1980
decennid censusto form the bulk of the sample. To account for LQs built within each of the sample
aress after the 1980 census, a sample was drawn of permitsissued for construction of resdential LQs
up until shortly before the beginning of the pand. In jurisdictions that do not issue building permits, small
land areas were sampled and the LQs within were listed by field personnel and then sub-sampled. In
addition, sample L Qs were sdlected from supplemental frames that included L Qs identified asmissed in
the 1980 census and group quarters (GQs).

At thetime of theinitid vigt of the SIPP pands, the occupants of about 19,600 living quarters were
interviewed for the 1992 pandl and 19,900 were interviewed for the 1993 panel. This accounts for
approximately 72% (1992) and 73% (1993) of the LQs originally designated for the SIPP samples.
Approximately 21% (1992) and 20% (1993) of the designated L Qs were found to be vacant,
demolished, converted to nonresidential use, or otherwise ineligible for the survey. The remainder,
approximately 2000 LQs, were not interviewed because the occupants refused to be interviewed, could
not be found a home, were temporarily absent, or otherwise unavailable. Thus, occupants of about
91% of dl digible LQs participated in the first interview of the 1992 and 1993 SIPP panels.

For the remaining nine interviews, only origind sample people (those in Wave 1 sample households and
interviewed in Wave 1) and people living with them were digible to be interviewed. With certain
restrictions, origind sample people were to be followed even if they moved to a new address. When
origina sample people moved without leaving aforwarding address or moved to extremely remote parts
of the country and no telephone number was available, additiona non-interviews resulted.

The 1992 10-Wave Longitudina File congsts of data collected from February 1992 to April 1995.
Datafor up to 39 reference months are available for people on thisfile. The 1993 Nine-Wave
Longitudinal File conssts of data collected from February 1993 to January 1996. Datafor up to 36
reference months are available for people on thisfile,

Tables 1a-1c indicate the interview months for the collection of data from the 1992 Ten-Wave
Longitudina File, 1993 Nine-Wave Longitudina File, and the 1998 SPD File. For the SIPP, a person
was classfied asinterviewed or non-interviewed based on the following definitions. (Note: A person
may be classfied differently for caculating different weights). Interviewed sample people (including
children) were defined to be: those for whom self, proxy, or imputed responses wer e obtained for
each month of the appropriated longitudinal period.

The months for which people were deceased or residing in an indligible address were identified on the
file. Non-interviewed people were defined to be those for whom neither self nor proxy responses were
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obtained for one or more months of the gppropriate longitudinal period (excluding imputed people and
people who died or moved to an indigible address).

It is estimated that roughly 56,300 (1992) and 57,200 (1993) people wereinitidly designated in the
sample for the SIPP. Approximately 51,100 (1992) and 51,900 (1993) people were interviewed in
Wave 1; while the balance, residing in the 4,000 (1992 and 1993 combined) living quarters not
interviewed at Wave 1 remained anonymous and became the initid source of the person non-responsein
the weighting procedures. For pand weighting, the digible sample is consdered to be dl peopleinitidly
classfied as interviewed with a person non-response rate of 25 percent (1992) and 24 percent (1993).
The longitudind file contains gpproximately 59,700 (1992) and 62,700 (1993) peoplein dl. This
includes the Wave 1 interviewed people and about 8,600 (1992) and 10,600 (1993) people who
entered survey households during the pand through births, marriages, and other reasons. Some
respondents did not respond to some of the questions; therefore, item non-response rates, especidly for
sengtive income and money related items, are higher than the person non-response rates given above.

We define the SPD Bridge sample cohort as people in the 1992 and 1993 SIPP pandlsthat werein an
interviewed household in the last wave. However, only people considered interviewed (sdf or proxy or
imputed response) longitudinaly in SIPP and consdered interviewed in SPD Bridge were digibleto go
on further for the SPD 1998 Survey, since the SPD 1998 Survey was carried out only as apart of a
long-term longitudinal data collection effort for the SPD. In addition, due to budget condraints, the
SPD 1998 Survey was aso subject to a sample cut based on the sub-sampling procedure described in
the section below.

1998 SPD Sub-sampling

Due to budget congraints, the SPD 1998 Survey did not visit al 35,000 Bridge households. The budget
only alowed for SPD to vidt 21,000 households. Roughly 19,100 cases were sampled in this
operation, since we needed to account for an expected 12.5 percent non-response and a growth of 10
percent of the totd sample sSize due to household spawning.

In the sub-sampling (sample cut), the SPD Bridge sample households were demographicaly divided into
gx drata as shown in the table a the end of this section. The dratification was performed using the
household information collected from the SPD Bridge. In each stratum, the househol ds were sampled
independently with the sampling rate as provided in the table below. Asindicated anong sampling rates
in this table, the low income sample households were generdly not subjected to the sample cut at all.

Asareault of the sample cut, the actua number of the households selected for interview was 19,288.

Among the 19,288 households selected for interview and their spawned households, 16,395
households were interviewed.
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Strata Description Sampling Designated Projected
Rate Number Interviews
1 Households where the primary family or the primary L-in-1 6,182 5,950
individual has atotal family income below 150% of the
poverty threshold
2 Households where the primary family or the primary 1-in-1 1,075 1,035
individual has atotal family income between 150% and
200% of the poverty threshold and there are children
under 18
3 Households where the primary family or the primary l-in-111 6,623 6,375
individual has atotal family income above 200% of the
poverty threshold and there are children under 18
4 Households where the primary family or the primary 1-in-1.22 1461 1,406
individual has atotal family income between 150% and
200% of the poverty threshold and there are no children
under 18
5 Households in the balance 1-in-3.70 3,707 3,568
6 Households entirely institutionalized (Outcome code = 1-in-3.70 81 DK
228)
Total 19,129 18334
ESTIMATION

In the estimation procedure described below, dl the sample people classified as longitudinaly
interviewed for the entire longitudina period spanning the SIPP, SPD Bridge, and SPD 1998 were
assigned postive find longitudina weightsin the first SPD longitudind while dl those dassified otherwise
were assigned zero fina longitudind weights, except for children aged six or lessif spawned in the SIPP
Panel 1992 and aged five or lessif spawned in the SIPP Pand 1993. If the child’'s designated parent
(biologica or adopted or guardian) is an origina sample person then assign the child’ s weight to be the
same as the designated parent’ s weight, otherwise assign the child’ sweight as zero. Inthefirst SPD
longitudind file, the weights of these children were dready assgned accordingly. A description of the
weighting procedure and corresponding terminologies for caculating the find longitudind weights of the
sample peoplein the first SPD longituding file were provided earlier in the subsection “Weighting” (of
the section “File Information™).

Esimation of Person Characteristics

For the estimation of the person characteridtics in the SPD universe, the find longitudind weights of the
sample people in the first SPD longituding file can be used. Hereinafter, the term “the final longitudinal
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weights of the sample peoplein the first SPD longitudinal file” will be amply referred to as“the
longitudinal person weights.” Some basic types of longitudind estimates (using the first SPD
longitudind file) can be congtructed using the longitudind person weights are described below in terms of
estimated numbers.

1.

The number of people who have ever experienced a characteritic or Stuation during agiven
period of time (for example, the number of people who experience unemployment during 1997).
To congtruct such an estimate, sum the weights over al people who possessed the characterigtic
of interest a some point during the time period of interest.

The amount of a characteristic accumulated by people during a given time period (for example,
the amount of unemployment compensation received by unemployed people during 1997). To
congruct such an estimate, compute the product of the weight times the amount of the
characteristic and sum this product over al appropriate people.

The average number of consecutive months or years of possession of acharacterigtic (i.e, the
spdl length for a characteristic.) For example, one could estimate the average spell of
unemployment that elapsed before a person found a new job. (Note that the first SPD
longitudinal file provides the employment data only in terms of week numbers with and
without employment in a given year. Thus, for calculation the average unemployment
spell length in atime period of interest, the data user needs to match the sample person’s
record back to the one on the SIPP longitudinal file to determine the number of spellsin
the time period and/or needs to make some justifiable approximation on the number of
unemployment spells within the time period of interest.) To congtruct such an estimate, first
identify the sample persons possessing the characterigtic a some point during the time period of
interest. Then, creste two sums of these (longitudina person) weights: Sum 1 issum of the
products of the weights times the number of months (or years) the spdll lasted, and Sum 2 isthe
sum of theweights only. The average Spell length in months (or years) is given by Sum 1 divided
by Sum 2. A person who experienced two spells during the time period of interest would be
treated as two persons and gppear twice in Sum 1 and Sum 2. An dternate method of
caculating the average can be found in the section “ Standard Error of a Mean or an Aggregate.”

Note that spells extending before or after the time period of interest are cut off (censored)
at the boundaries of the time period. If they are used in estimating average spell length, a
downward bias will result.

The number of year-to-year changesin the tatus of a characteristic (i.e., number of trangtions)
summed over every set of two consecutive years during the time of interest. To construct such
estimate, sum the longitudind person weights each time a change is reported between two
consecutive years during the time period of interest. For example, to estimate the number of
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persons who changed from receiving any public assstance in 1996 to not receiving in 1997 add
together the longitudina person weights of each person who had such a change.

5. Y early estimates of a characteristic average over anumber of consecutive years. For example,
we could estimate the yearly average number of food stamp recipients over 1996 and 1997. To
congtruct such an estimate, first form an estimate for each year in the time period of interest by
summing up the longitudina person weights of those possessed the characteritic of interest.
Then sum the yearly estimates and divide by the number of yearsin the time period of interest.

ACCURACY OF ESTIMATES

SPD edtimates are based on a sample; they may differ somewhat from the figures that would have been
obtained if a complete census had been taken using the same questionnaire, ingructions, and
enumerators. There are two types of errors possible in an estimate based on a sample survey: non-
sampling and sampling. We are able to provide estimates of the magnitude of SPD sampling error, but
thisis not true of non-sampling error. The next sections describe sources of SPD non-sampling error,
followed by adiscusson of sampling error, its esimation, and its use in data analyss.

Note that estimates from this sample for individua states are subject to very high sampling errors and are
not recommended. The Sate codes on thefile are primarily of use for linking respondent characteristics
with gppropriate contextud variables (e.g., Sate-specific welfare criteria) and for tabulating data by
user-defined groupings of states.

Non-sampling Errors

Non-sampling errors can be attributed to many sources, for examples, inability to obtain information
about dl casesin the sample, difficultiesin precisdy stating some definitions, differencesin the
interpretation of questions, inability or unwillingness on the part of the respondents to provide correct
information, inability to recdl information, and the following errors made. These errors generdly include
collection such asin recording or coding the data, processing the data, estimating vaues for missing data,
biases resulting from the differing recal periods caused by the rotation pattern used, and under coverage.
Quiality control and edit procedures were used to reduce errors made by respondents, coders and
interviewers.

Under-coverage in SPD results from missed living quarters and missed people within sample

households. It is known that under coverage varies with age, race, and gender. Generdly, under-
coverageislarger for males than for femaes and larger for Blacks than for non-Blacks. Ratio estimation
to independent age-race-gender population controls (benchmark estimates) partialy corrects for the bias
due to survey under-coverage. However, biases exist in the estimates to the extent that people in missed
households or missed people in interviewed households have characterigtics different from those of
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Interviewed people in the same age-race-gender group. In addition, the independent population controls
used have not been adjusted for under-coverage in the decennid census. The Census Bureau has used
complex techniques to adjust the weights for non-response. For an explanation of the techniques used,
see the “Non-response Adjustment Methods for Demographic Surveys at the U.S. Bureau of the
Census,” November 1988, Working Paper 8823, by R. Singh and R. Petroni. An example of
successfully avoiding bias can be found in " Current Non-response Research for the Survey of Income
and Program Participation” (paper by Petroni, presented at the Second International Workshop on
Household Survey Non-response, October 1991). The procedure for calculating the longitudina

person weights on the first SPD longitudina file was derived based on such complex techniques.

Unlike SIPP data that can be analyzed from a cross-sectiona or longitudina view point, the SPD data
are s0ldy longitudind and must be used as such. Thus, the income and poverty esimatesin agiven
sngle year may not be comparable with those from other surveys such as the Current Population Survey
(CPS) and the SIPP. Thisis principaly attributable to the fact that the sample per se and the longitudina
person weights on the first SPD longitudind file essentidly represents just the cohort of people around
March 1993. Asthe SPD sample aged more, it will become less adequate to represent the more current
population (say, the 1998 population). In addition, the high non-response rate (roughly 50 percent) in
the SPD may reduce the degree of the effectiveness of the non-interview adjustment processto fully
compensate for differentid atrition. Note that the non-response rate has three components: 27 percent
sample loss inherited from the SIPP, 14 percent occurred from the SPD Bridge interview, and an
additiona 9 percent occurred at the SPD 1998 interview.

Compar ability with Other Estimates

Caution should be exercised when comparing data from this file with data from SIPP publications or
with data from other surveys, such as Current Population Survey (CPS). The comparability problems
are caused by such sources as the seasond patterns for many characterigtics, different non-sampling
errors, and different concepts and procedures. Refer to the SPP Quality Profile for known
differences with data from other sources and further discussion.

Sampling Variability
Standard errorsindicate the magnitude of the sampling error. They aso partidly measure the effect of
some non-sampling errors in response and enumeration, but do not measure any systematic biasesin the

data. The standard errors for the most part measure the variations that occurred by chance because a
sample rather than the entire population was surveyed.
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USES AND COMPUTATION OF STANDARD ERRORS
Confidence Intervals

The sample estimate and its sandard error enable one to construct confidence intervas (ranges that
would include the average result of al possible samples with a known probability). For example, if al
possible samples were sdected, each of these being surveyed under essentidly the same conditions and
using the same sample design, and if an estimate and its standard error were caculated from each
sample, then:

1 Approximately 90 percent of the intervals from 1.645 standard errors below the estimate to
1.645 standard errors above the estimate would include the average result of dl possible
samples.

2. Approximately 95 percent of the intervals from 1.960 standard errors below the estimate to
1.960 standard errors above the estimate would include the average result of dl possible
samples.

The average estimate derived from al possible samplesis or is not contained in any particular computed
interval. However, for a particular sample, one can say with a specified confidence that the average
estimate derived from dl possible samplesisincluded in the confidence interval.

Hypothesis Testing

Standard errors may aso be used for hypothesis testing, a procedure for distinguishing between
population characteristics using sample estimates. The most common types of hypotheses tested are the
population characterigtics are identica versusthey are different. Tests may be performed at various
levels of sgnificance, where aleve of sgnificance isthe probability of concluding that the characteridtics
are different when, in fact, they areidenticd.

To perform the most common test, compute the difference X, - Xg, where X, and Xg are sample
estimates of the characteristics of interest. A later section explains how to derive an estimate of the
standard error of the difference X, - Xg. Lét that standard error be 55 If X, - X 1S between -
1.645 times s, and +1.645 times s, ¢, No conclusion about the characteridticsis judtified a the 10
percent Sgnificance level. If, on the other hand, X, - Xg issmdler than -1.645 times S, or larger than
+1.645 times S, the observed difference is Sgnificant at the 10 percent level. Inthisevent, itis
commonly accepted practice to say that the characteristics are different. We recommend that users
report only those differences that are significant at the 10 percent level or better. Of course, sometimes
this concluson will bewrong. When the characteristics are, in fact, the same, thereis a 10 percent
chance of concluding that they are different.
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Note that as more tests are performed, more erroneous significant differences will occur. For example,
at the 10 percent sgnificance level, if 100 independent hypothesis tests are performed in which there are
no redl differences, it islikely that about 10 erroneous differences will occur. Therefore, the sgnificance
of any sangle test should be interpreted cautioudy.

Caution Concerning Small Estimates and Small Differences

Because of the large sandard errors involved, there islittle chance that estimates will reved useful
information when computed on a base smdler than 200,000. Also, non-sampling error in one or more
of the small number of cases providing the estimate can cause large rdlative error in that particular
edimae. Therefore, care must be taken in the interpretation of smdl differences snce even asmal
amount of non-sampling error can cause a borderline difference to appear Sgnificant or not, thus
digtorting a seemingly vaid hypothesstest.

Standard Error Parameters

Mogt SPD edtimates have greater sandard errors than those obtained through a smple random sample
because clusters of living quarters are sampled for the SIPP, SPD Bridge, and SPD 1998. To derive
standard errors that would be applicable to awide variety of estimates and could be prepared a a
moderate cost, a number of gpproximations were required. Estimates with smilar sandard error
behavior were grouped together and two parameters (denoted a and b) were developed to gpproximate
the standard error behavior of each group of estimates. Because the actua standard error behavior was
not identica for al estimates within a group, the standard errors computed from these parameters
provide an indication of the order of magnitude of the standard error for any specific estimate. Thesea
and b parameters vary by characteristic and by demographic subgroup to which the estimate applies.
Thea and b parameters are dso known as “generdized variance parameters.” For thefirst SPD
longitudind file, the a and b parameters for various groups of the populations are provided in Table 3.
Hereinafter, the a and b parametersin Table 3 will be referred to asthe base a and b parameters.

Computation of Standard Error Parameters

In this section we discuss the adjustment of base a and b parameters (Table 3) to provide a and b
parameters appropriate for each type of longitudina described in the section "Estimation of Person
Characterigics™ Later sectionswill discuss the use of the adjusted parametersin various formulas to
compute standard errors of estimated numbers, percents, averages, etc. Table 3 providesthe base a
and b parameters needed to compute the approximate standard errors for estimates.

The creation of gppropriate a and b parameters for the types of estimates discussed in the section

“Edtimation of Person Characteridtics’ is described below. It is assumed that the full sampleis used for
the estimation.
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1 The number of people who have ever experienced a characteristic during a given time period.
The appropriate a and b parameters are taken directly from Table 3 (the basea and b
parameters). The choice of parameter depends on the characteristic of interest and the
demographic subgroup of interest.

2. Amount of a characteristic accumulated by people during a given time period. The gppropriate
a and b parameters are d so taken directly from Table 3.

3. The average number of consecutive months or years of possession of a characteristic per spdll
(i.e., the average spell length for a characterigtic) during agiven time period. Start with the
appropriate base a and b parameters from Table 3. The parameters are then inflated by an
additiona factor, g to account for persons who experience multiple spells during the time period
of interest. The g factor is computed by Formula 1 below.

nf

1

' oo
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m

1
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where there are n persons with at least one spell and m; is the number of spells experienced by
person i during the time period of interest.

4. The number of yearsto-year changesin the status of a characteridtic (i.e., number of trangtions)
summed over every set of two consecutive years during the time period of interest. Obtain a set
of adjusted a and b parameters exactly asjust described in 3, then multiply these parameters by

an additiona factor of 2.0. The factor of 2.0 is based on the assumption that each spell produces
two trangtions within the time period of interest.

5. Y early estimates of characteristic averaged over a number of consecutive years. Appropriate
base a and b parameters are taken directly from Table 3.

Standard Errors of Estimated Numbers

The approximate standard error s, of an estimated number x of people, families and so forth, can be
obtained by usng Formula 2 provided below.

S, = sJax? + bx )
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Here a and b are the standard error parameters associated with the particular type of characteristic for
the gppropriate longitudind time period. For the anaysis using the SPD data on ether the 1998
longitudind file or the 1998 cdendar year file, the a and b parameters are provided in Table 3.

An illugtration would be to suppose that using 1998 SPD data, the estimate of the number of people ever
receiving Socia Security since 1993 is 34,122,000. The appropriate a and b parametersto usein
cadculating a standard error for the estimate are obtained from Table 3. They area = -0.0000812, b =
13,858. Using Formula (2), the approximate standard error s, is

s, = +/(- 0.0000812)(34,122,000)2 + (13,858)(34,122,000) = 687,650 people

The 90-percent confidence interva as shown by the datais from 32,990,816 to 35,253,184.

Therefore, a conclusion that the average estimate derived from al possible samples lies within arange
computed in thisway would be correct for roughly 90 percent of dl samples. Similarly, the 95-percent
confidence interval as shown by the data is from 32,774,206 to 35,469,794 and we could conclude that
the average edimate derived from al possible sampleslieswithin thisinterval.

Standard Error of aMean or an Aggregate

A mean X isdefined here to be the average quantity of some characteristic (other than the number of
people, families, or households) per person, family, or household. An aggregate k is defined to be the
total quantity of some characteristic summed over al unitsin a sub-population. For example, amesan
could be the average annua income of females age 25 to 34. The standard error S; of amean can be
approximated by Formula 3 and the standard error s, of an aggregate can be gpproximated by Formula
4. Because of the gpproximations used in developing Formulas 3 and 4, an estimate of the standard
error of the mean or aggregate obtained from these formulas will generadly underestimate the true
standard error. The formula used to estimate the standard error S, of amean X is

_ /899'9
S, = gybsz )

wherey isthe base & is the estimated population variance of the characterigtic and b is the standard
error parameter associated with the type of the characteristic. The standard error s, of an aggregatek is

Sc= 4/bys (4)
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The population variance s> may be estimated by one of two methods: the first method uses data that has
been grouped into intervals, the second method uses ungrouped data. The second method is
recommended because it is more precise. However, the first method will be easier to implement if
grouped data are dready being used as part of the anadlyss. In both methods, let x; denote the vaue of
the characteritic for thei™ person.

To use the first method, the range of vaues for the characteridtic is divided into ¢ intervas, where the
lower and upper boundaries of interval j are Z,; and Z;, respectively. Each person is placed into one of
the ¢ groups such that the value of the characterigtic, x; is betweenZ; ; and Z;. The estimated population
variance, & isthen given by Formula5 below.

s°= é_ p,m’ - X* )

where p; is the estimated proportion of peoplein group j (based on weighted data), and my is given by
the equation below.

m=——m———— for j=1 2, .., C

The most representative value of the characteritic in group j is assumed to be m. If group c is open-
ended, that is, no upper interval boundary exigts, then an approximate vaue for m. is by the equation
below.

X = é P; M, (6)

9-12



In the second method, the estimated population variance s is given Formula 7 below.

n

2] 2
a WX

P=2 g2 )
o
aw

i=1

where there are n sample people with the characteridtic of interest and w; isthefind weight for person i.
Themean X can be obtained from Formula 8 below.

WX

Qo

i
[y

X
1

(8)

Qo=

W

1

Note that, by definition, y (the Sze of the base) in Formulas 3 and 4 can be obtained from the equation
below.

y=aw

i=1

Anillugtration of Method 1 would be to suppose that the 1997 distribution of annua incomesisgivenin
Table 2 for people aged 25 to 34 who were employed for adl 12 months of 1997. The mean annud
cash income from Formula 8 is

1,371 1,651 1,493
(2,500) + (6,250) + ... +
39,851 39,851 39,851

(105,000) = $26,717

Using Formula 7 and the mean annua cash income of $26,717 the estimated population variance, s is

1 > 1,493
(6,250)“+ ... +
1 39,85

, 1371 >
. (105,000)° = 468,331,633

s? = (2,500)% +
39,851 39,85
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The appropriate b parameter from Table 3is7,566. Now, using Formula 3, the estimated standard
error of themean is

7,566
S = 1| oo, - (468,331,633) = $298
39,851,000

Anillugration of Method 2 would be to suppose that we are interested in estimating the average length
of spell of receiving public assstance during 1992-1994 (just prior to the Welfare Reform) for agiven
sub-population. Also, suppose there are only 10 sample persons in the sub-population who were public
assgancerecipients. (Thisexampleisfor illudrative purpose only; in redity, 10 sample units or cases
would betoo few for areliable etimate.) The number of consecutive years of recelving public
assistance during 1992-1994 are given for each sample personsin the table below. (Caveat - In
reality, only the total number of months of receiving public assistance in a given year is available
inthe first SPD longitudinal file. Thus, the actual number of spellsin a time period of interest is
not known or equivalently the actual spell length is not known. Consequently, to use the such
data in the first SPD longitudinal file for assessing average spell length in a time period of
interest, it isthe responsibility of the data user to match back the sample person record to the one
in the PP longitudinal file to determine the number of spellsin the time period of interest and/or
make his’her own justifiable assumption on what should be the number of spellsin the time period
of interest given the total number of monthsin a year that a sample person possessed a spell
characteristic, e.g., receiving public assistance.)

Sample Person | Number of SpelsDuring | Spel Lengthsin Months | Final Longitudind Weight
Number 1992-1994
1 2 12,6 5300
2 1 2 7100
3 1 5 4900
4 2 3,6 6500
5 1 13 4700
6 1 14 5500
7 2 3,6 4100
8 1 24 4200
9 1 6 4500
10 1 4 6100
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Using Formula 8, the average spdl X of recaiving public assstance is estimated to be

, + - T2+ ...+ ‘
5300 12+ 5300° 6+ 7100" 2 6100° 4 ) 472800

68800

= 6.872 months

x
1

5300+ 5300+ 7100+ ... +6100

The standard error S, will be computed by Formula 3. Firgt, etimate the population variance s by
Formula7

, 5300" 12° +5300" 4°+ 7100° 2%+...+6100" 4°
i 5300+ 5300+ 7100+ .. +6100

s - 68722 = 4192 months®

Next, the base b parameter from Table 3is 14601. To account for the multiple number of spells during
1992-1994 of three sample persons (two spells for Sample Persons 1, 4, and 7), multiply the base b
parameter by afactor g computed from Formula 1 as shown below.

2241+ 1+22+1+1+2%+1+1+1
g= = 1462
2+1+1+2+1+1+2+1+1+1

Therefore, the adjusted b parameter is 14601x1.462 = 21347 and the standard error S, of the mean is

21347
Sy = \/— 4192 = 3606 months
68800

Standard Errorsof Estimated Per centages

This section refers to the percentages of agroup of people, families, or households possessing a
particular attribute and to percentages of money or related concepts. The reiability of an estimated
percentage, computed using sample data for both numerator and denominator, depends upon both the
sze of the percentage and the size of the total upon which the percentage is based. Estimated
percentages are rlatively more rdiable than the corresponding estimates of the numerators of the
percentages, particularly if the percentages are more than 50 percent. For example, the percent estimate
of employed people is more religble than the estimated number of employed people. When the
numerator and denominator of the percentage have different parameters, use the parameter of the
numerator. If proportions are presented instead of percentages, note that the standard error of a
proportion is equal to the standard error of the corresponding percentage divided by 100.
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There are two types of percentages commonly estimated. The first type is the percentage of people
sharing a particular characteristic such as the percentage of people owning their own home or the
percentage of 1996 food stamp recipients who were aso receiving food stampsin 1997. The second
typeisthe percentage of money or some smilar concept held by a particular group of people or held in
apaticular form. Examples are the percentage of wedth held by people with high income and the
percentage of annua income received by females.

For the percentage of people, the approximate standard error, s, ,,, of the estimated percentage, p, can
be obtained by Formula 9 below.

b
Sep = \/; P(100- p) 9)

Here, x isthe base of the percentage p is the percentage (0<p<100), and b is parameter for the
numerator of the percentage calculation. For the analysis using the SPD data on elther the 1998
longitudind file or the 1998 cdendar yeer file, the b parameters are provided in Table 3.

An illugtration would be to suppose that, in 1997, an estimate of number of mae aged 22 to 55 was
46,023,000. Among al the malesin this age group, an estimate of 2.4 percent was unemployed. Theb
parameter associated with the numerator (the number of unemployed male) is 7,566 (from Table 3).
Using Formula 9, the approximate standard error s, is

7,560 (2.4)(1- 24) 0.20%
S =4 (<. - 2. = .
P~ 1 46,023,000 °

Consequently, the 90-percent confidence interva for the unemployment estimateis 2.1% to 2.7%.

To cdculate the percentages of money, the formulais more complicated. A percentage of money will
usudly be estimated in one of two ways. It may betheratio, p,, of two aggregates as defined in
Formula 10 below.

&X .0
= 100¢—2- 10
Pm X 5 (10)

or it may betheratio, p,, of two means with an adjustment, f)A for different bases as defined in
Formulall below.

9-16



&X A0
= e 11
P = 1005225, a

where X, and Xy in Formula 10 are aggregate money figures, X A and X n 1IN Formula 11 are mean
money figures, and P, isthe estimated number in Group A divided by the estimated number in Group
N. Inether way of estimating p,, (Formula 10 or 11), we estimate the standard error S, of py

using Formula 12 provided below.
&p X .0°Cxs, 0° ®Sx 0 Sy 0°U
S, = gpﬁ AL @ ApA' + =2+ +¢=— U (12)
M XN ﬂé PA2 exAﬂ eXNgé

where s isthe standard error of p, Sg, isthestandard error of X, and Sy, isthestandard

errorof X . Tocdculae S,, » use Formula9. The standard errors Sy and Sy~ are calculated
A A N

using Formula 3.

Note that there is frequently some correlation among the characteristics estimated by p N X Arand

X - These correlations, if present, will cause atendency toward overestimates or underestimetes,
depending on the relative sizes of the correlations and whether they are positive or negative.

An illustration would be to suppose that, in 1998, an estimated 8.8% of males aged 16 and over was
Black, the mean annud earning of these Black males was $15,456, the mean annua earning of al maes
aged 16 and over was $22,932, and the corresponding standard errors are 0.37 percent, $432, and
$324, respectively. Then, the percent (p,,) of male earnings made by Blacksin 1998 per Formula 1l is

56
£ (0.088) = 59%
22,9320

P = 1005
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Using Formula 12, the approximate standard error, S - is

2(0.088)(15,456) 6 6£0.00376° 2 432 6 @ 324 §°U
5 % 5 " & St - (1= 031%
22932 0 £o00880 8154560 €229320

SpM =

Standard Error of a Difference

The standard error S, y of adifference between two sample estimates x and y isequd to

Scy=yS7*8- 2ss,

where s, and s, are the standard errors of the estimates x and y. The estimates can be numbers,

averages, percents, ratios, etc. The correlation between x andy isrepresented by r (O# r# 1). If ris
assumed to be zero and the true corrdation is redly positive (negative), then this assumption will result in

atendency toward overestimates (underestimates) of the true standard error.

Anillugtration would be to suppose that we are interested in the difference in the average annua number

of adult males (aged 16 and above) versus adult females with annua cash income above $9,000 in

1998. An egtimate of the number of adult people in thisincome bracket has been obtained for both
males and femaes. For femaes, the estimate is 1,619,000. A smilar estimate for malesis 2,198,000.

The differencein estimatesis 579,000.

The standard error of the adult female estimate is computed next. The a and b parameters from Table 3
for females are -0.0000845 and 7,566, respectively. Based on Formula 2, the standard error, s, of the

femde etimaeis

Sy = +/(- 0.0000845)(1,619,000) 2 + (7,566)(1,619,000) = 109,672

Similarly, the aand b parameters from Table 3 for males are -0.0000936 and 7,566, respectively.
Based on Formula 2, the standard error, s, of the mae esimate is

sy = \/(- 0.0000936)(2,198,000) + (7,566)(2,198,000) = 127,192
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Now, the standard error of the difference is computed using the above two standard errors. The
correlation r for this example is assumed to be zero. The standard error, s, of the differenceis
computed by Formula 13 as shown below.

Sy. y = 4/(109,672)% + (127,192)2 = 167,946

Supposethat it is dedired to test a the 10 percent significance level whether the number of adult maes
and femaes with monthly cash income above $9,000 were different in 1998, one can compare the
difference of 579,000 to the product 1.645 x 167,946 = 276,271. Sincethe differenceislarger than
1.645 times the standard error (s,,) of the difference, the dataalow usto conclude that, in 1998, the
number of adult males with annua cash income above $90,000 is significantly higher than the number of
the adult females at the 10 percent confidence leve.

Standard Error of a Median

The median quantity, X, Of Some item (characteritic), X such asincome for a given group of people,
families, or householdsis that quantity such that at least haf the group has as much or more and a least

haf the group has as much or less. The sampling varigbility of an estimated median )A(med depends upon

the form of the distribution of the item as well asthe Sze of the group. To estimate the median ( Xeq )
and the standard error of themedian S, the procedure described below may be used.

The median (X« ) like the mean, can be estimated using ether data which has been grouped into
intervals (e.g., income intervas) or ungrouped data. If grouped data are used, the median (X ) IS
estimated using ether Formula 15 or 16 with p = 0.5. If ungrouped data are used, the data records are
ordered based on the value of theitem (e.g., income leve), then the estimated median isthe vaue of the
item such that the weighted estimate of 50 percent of the sub-population fdls a or below that vaue and
50 percent is at or above that value. The method of standard error computation presented here requires
the use of grouped data, because it is deemed easier to compute the median by grouping the data and
then usng Formula 15 or 16.

An gpproximate method for measuring the rdiability of an estimated median ( )A(med ) isto determine a

confidence interva about it. (See the section on "Confidence Intervals.") The following procedure (four
steps) may be used to estimate the 68-percent confidence limits (i.e., gpproximately + one standard
error from the median) and hence the standard error (of a median based on sample data.

Step 1 - Determine, using Formula 9, the standard error (s, - 50) of an estimate of 50 percent
of the group (sub-population).

Step 2 - Subtract from and add to 50 percent the standard error determined in Step 1 to obtain
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the percentages associated with the lower and upper limits of the 68-percent confidence interva of the
item. Namely, the smaller percentage is 50 - s, , - 5 percent, and the larger percentageisS0 + s, - 50
percent.

Step 3 - Using the digtribution of the item within the group, calculate the quantity, X, of the
item such that the percent of the group owning more of the item is equa to the smdler percentage (50 -
Sip = s0) found in Step 2. This quantity ( Xyc, ) will be the upper limit for the 68-percent confidence
interval (assuming that the interva with higher item vaue is ranked at lower percentile asilludtrated in
Table2) Inadmilar fashion, cdculate the quantity, X, ¢, of theitem such that the percent of the group
owning more of the item is equal to the larger percentage (50 + s, , - 50) found in Step 2. This quantity
( X cr) will be the lower limit for the 68-percent confidence interval. (Note that a median computed
from ungrouped data may or may not fal in this confidence interva).

Step 4 - Divide the difference between the two quantities (X, and X, ¢, ) determined in Step 3
by two to obtain the standard error estimate ( Sxm ) of the median estimate ( )A(med ). Namdly,

Xug - X
uaL La (14)

.=

To perform Step 3, it will be necessary to interpolate, which may be done using different
methods. The most common is Smple linear interpolation (Formula 15) and Pareto interpolation
(Formula 16). The appropriateness of the method depends on the form of the ditribution around the
median. We recommend Pareto interpolation in most instances. Interpolation is used asfollows. The
quantity of theitem, X,y such that p percent own more of theitem is

e &p u
él g u
= A expt =20 15
Pa g g (15)
u
g
if Pareto Interpolation ismdlcated and
epN N,
Xon = SR, (P A A\u (16)

if linear interpolation is |nd|cated, where N |sthe sze of the group; A, and A, are the lower and upper
bounds, respectively, of theinterva inwhich X, fals N; and N, are the estimated numbers of group
members owning more than A, and A,, repectively; exp refersto the exponentia function; and Ln
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refersto the natural logarithm function. One should note that a mathematically equivaent result is
obtained by usng common logarithms (base 10) and antilogarithms.

An illugtration would be in order to calculate the standard error of a median, we return to the
first example used to illusgtrate the standard error of amean. Asindicated in Table 2, the 9ze (N) of the

group is 39,851,000 and the median annua income estimate ( Xmed ) for the group falsin between

$17,500 and $19,999. With p= 0.5, A; = $17,500, A, = $19,999; N, = 5,799,000 + 4,730,000 +
... +1,493,000 = 22,106,000, and N, = 4,730,000 + 3,723,000 + ... + 1,493,000 = 16,307, 000;

A

the median annua income estimate, X, for this group is computed using Formula 6.C-14 to be
$18,317. The standard error estimate ( SXmsd ) of the median annud income estimate is caculated using

the above four step procedure as follows.

Step 1 - Using Formula 9 and the appropriate b parameter of 7,566, the standard error estimate
of 50 percent on a base of 39,851,000 is about 0.7 percentage points, (i.e., S - so = 0.7%).

Step 2 - Obtain the two percentages associated with the lower and upper limits of the 68
percent confidence: the smaller percentage = 50 - s, , - 5o = 49.3 and the larger percentage =50 + s, -
5 = 50.7.

Step 3 - By examining Table 2, we see that the percentage 49.3 falsin the income interva from
$17,500 to $19,999. Thus as determined previoudy, A, = $17,500, A, = $19,999, N, = 22,106,000,
N, = 16,307,000, and N = 39,851,000 and p = 49.3. Based on Formula 15, the upper bound (X, )

of a 68-percent confidence interval for the median estimate ( )A(med )is

€ 0493  39,851,000( u

In g . (]
eing 22106,000 @ a19,9996Y
X,q = 17,500expé — Ing (1= $18,429
é | &l6,307,0000 17,5009

A

n : ,
g 3 22,106,0009 H

Also by examining Table 2, the 50.7 percent fdl in the sameincomeinterval. Thus, A;, A,, Ny, and N,
are the same as above, but p = 0.507. The lower bound (X ¢, ) of a 68-percent confidence interva for

the median ( X__,)is
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€ g0507 " 39,851,000( u

aln
e 22106000 0 a0, 99964
X, q = 17,500exp® ng u $18,204
é | a6307,0000 17,5000
g 522 1106,0009 H

Step 4 - Based on Formula 14, the standard error estimate ( SXmsd ) of the median annud

income estimate ( )A(med) is

$18,429 - $18,204 $113
S. = =
Xred 2

If the linear interpolation is used, the median is then estimated using Formula 16 to be $18,440 and the
68-percent confidence interval of the estimated median is from $18,319 to $18,560. The standard error
estimate is $120.

Standard Error of Ratio of Meansor Medians

The standard error for aratio of means or medians is approximated by Formula 17 provided
below.

22X 6°6x8,6° aeSYo 20

~ 5 U (17)
“16v5 $x5 "y

.<

where X and Y are the means or medians, and s, and s, are their associated standard errors. Formula
17 assumes that the means or medians are not corrated. If the correlation between the population
means or medians estimated by X and Y are actudly postive (negative), then this procedure will tend to
produce overestimates (underestimates) of the true standard error for the ratio of means or medians.
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Table 1a- Reference months for each interview month of the SIPP 1992 Panedl, SIPP 1993 Pandl,
SPD Bridge (1997), and SPD 1998 Surveys.

Survey Months of Interview Reference Months
SIPP Panel 1992 February 1992 - April 1995 October 1991 - March 1995
SIPP Panel 1993 February 1993 - January 1996 October 1992 - December 1995
SPD Bridge (1997) April 1997 - June 1997 January 1996 - December 1996

(also January 1995 - December
1995 for SIPP Panel 1992 for
only selected questions)

SPD 1998 May 1998 - July 1998 January 1997 - December 1997
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Table 1b - Reference months for the SIPP Panel 1992, SIPP Panel 1993, SPD Bridge (1997), and SPD 1998 Surveys.

March
1995

October
1991

December
1995

October
1992
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January  December

1996 1996

[<1? SPD Bridge ! 1>
Survey

January  December

1997 1997

[<1? SPD 1998 11>
Survey



Table 1c - Interview months for the SIPP Panel 1992, SIPP Panel 1993, SPD Bridge (1997), and SPD 1998 Surveys.

February April
1992 1995

February January
1993 1996
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April June

1997 1997

[<1Y SPD Bridge 11>
Survey

May July

1998 1998

[<T¥ SPD 1998 11>
Survey



Table 2 - Digtribution of annual income among people 25 to 34 years old.

Number of Peoplein Annual Income Interval

Total
Number
of
People Under $5000 7500 $10000 | $12500 | $15000 | $17500 | $20000 | $30000 | $40000 | $50000 | $60000 | $70000
$5000 to to to to to to to to to to to and
$7499 $9999 $12499 | $14999 | $17499 | $19999 | $29999 | $39999 | $49999 | $59999 | $69999 Over
Number of People 39851 1371 1651 2259 2734 3452 6278 5799 4730 3723 2591 2619 1223 1493
(in Thousands)
Percent with at N/A 100.0 96.6 92.4 86.7 79.9 71.2 55.5 40.9 29.1 19.7 13.4 6.8 3.7
Least as Much as
Lower Bound of
Interval

Note: Thistable contains afictitious distribution of annual income and is used only to illustrate standard error calculation.
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Table 3 - SPD Generdlize variance parameters for estimates using the fina longitudina weights on

the first SPD longitudina file.

Parameters
Characteristic
a b
TOTAL OR WHITE PEOPLE
16+ Program Participation
and Benefits, Poverty (3)°
Both Sexes -0.0000858 14,601
Male -0.0001805 14,601
Femae -0.0001633 14,601
16+ Income and Labor Force (5)°
Both Sexes -0.0000443 7,566
Mde -0.0000936 7,566
Female -0.0000845 7,566
16+ Pension Plan™ (4)’
Both Sexes -0.0000812 13,858
Male -0.0001714 13,858
Femae -0.0001549 13,858
All Others™ (6)°
Children Aged Less Than 18
Both Sexes -0.0000798 18,398
Male -0.0001649 18,398
Femae -0.0001546 18,398
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Parameters

Characteristic
a b
Adults Aged 18 and Over
Both Sexes -0.0001193 27,519
Male -0.0002466 27,519
Female -0.0002313 27,519

BLACK PEOPLE

Poverty (1)
Both Sexes -0.0004513 12,453
Mde -0.0009700 12,453
Femae -0.0008443 12,453
All Others™ (2)°

Children Aged Less Than 18

Both Sexes -0.0002469 6,806
Mae -0.0005301 6,806
Femae -0.0004613 6,806
Adults Aged 18 and Over

Both Sexes -0.0003693 10,180
Male -0.0007929 10,180

Female -0.0006901

HOUSEHOLDS

Total or Whites -0.0001054 9,352
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Parameters

Characteristic
a b

Black -0.0006441 6,461

*

For cross-tabulations, use the a and b parameters of the characteristic with the smaller number within the parentheses.

Use the “16+ Pension Plan” parameters for pension plan tabulations of people aged 16+ in the labor force. Use the “All Others”
parameters for retirement tabulations, 0+ program participation, 0+ benefits, O+ income, and O+ labor force tabulations, in addition to
any other types of tabulations not specifically covered by another characteristic in this table.

* %

* k%

Use the “All Others’ parameters for any type of tabulation not specifically covered by another characteristic in this table.
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